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Before You Start

1 General Info

1.1 What s this FAQ for?

Tcpreplay is a suite of powerful tools, but with that powemas complexity. While we have done our best to write good nagep for

tcpreplay and it's associated utilities, we understantitieny people may want more information then we can providhéman pages.
Additionally, this FAQ attempts to cover material which ve=fwill be of use to people using tcpreplay, as well as comquastions that
occur on the Tcpreplay-Users <tcpreplay-users@listsceforge.net> mailing list.

1.2 What tools come with tcpreplay?

e tcpreplay - replay ethernet packets stored in a pcap fileeaswiere captured

tcpprep - a pcap pre-processor for tcpreplay

flowreplay - connects to a server(s) and replays the client side of theetion stored in a pcap file

pcapmerge - merges two or more pcap files into one

capinfo - displays basic information about a pcap file

1.3 How can | get tcpreplay’s source?

The source code is available in tarball format on the tcrepbmepagent t p: / / t cpr epl ay. sour cef or ge. net/ l also encourage
users familiar with CVS to try checking out the latest codé asten has additional features not found in the tarballs.

cvs -d:pserver:anonymous@cvs.sf.net:/cvsroot/tcpydphin
Pass<Enter>
cvs -z3 -d:pserver:anonymous@cvs.sf.net:/cvsroo#fpy co tcpreplay

1.4 What requirements does tcpreplay have?

. You'll need the libnet and libpcap libraries.
. To support the jump to offset feature, you'll need the ditopnay library.

. To support the packet decoding feature you'll need tcquhinstalled.

A W ON P

. You'll also need a compatible operating system. Basicalhy UNIX-like or UNIX-based operating system should wotknux,
*BSD, Solaris, OS X and others should all work. If you find amyrpatibility issues with any UNIX-like/based OS, pleaseus
know.

1.5 How do | compile tcpreplay?

Two easy steps:

1. As a normal user/configure && make

2. Asroot:make test -i && make install

IFlowreplay is still “alpha” quality and is not usable for meguations. Anyone interested in helping me develop fi@lag is encouraged to contact me.
http://netdude.sourceforge.net/
Shttp://www.tcpdump.org/




that configure isn’t completing correctly, ruriconfigure —helfor more information.

e

A few comments about 'make test’:

e make test is just a series of sanity checks which try to finhgerbugs (crashes) in tcpprep and tcpreplay.

e make test requires at least one properly configured netwbekface. If the configure script can’t guess what a vaildriiaice is you
can specify it with the —with-testnic and —with-testnicgaments.

¢ If make test fails, often you can find details in test/test.lo

e OpenBSD’s make has a bug where it ignores the MAKEFLAGS tateim the Makefile, hence you'll probably want to runake -is
testinstead.

1.6 Are there binaries available?

Occasionally. And even when we do, generally only for onenar dperating systems. Generally speaking, we assume pebplevant to
use a tool like this can figure out how to compile it.

1.7 Isthere a Microsoft Windows port?
Not really. We had one user port the code over for a slighttyvarsion of tcpreplay to Windows. Now we're looking for samne to help

merge and maintain the code in to the main development tfg@mulre interested in helping with this please contact Aefarner or the
tcpreplay-users list.

1.8 How is tcpreplay licensed?

Tcpreplay is licensed under a BSD-style license. For detade Appendix A.

1.9 What is tcpreplay?

In the simplest terms, tcpreplay is a tool to send networfkidrstored in pcap format back onto the network; basicaleydélkact opposite of
tcpdump. Tcpreplay is also a suite of tools: tcpreplay, tepppcapmerge, capinfo and flowreplay.

1.10 Whatisn't tcpreplay?

Tcpreplay isnota tool to replay captured traffic to a server or client. Speilfy, tcpreplay does not have the ability to rewrite IP addes
to a user-specified value or synchronize TCP sequence andwlddgment numbers. In other words, tcpreplay can't “emthto a server
or be used to emulate a server and have clients connecttgdu're looking for that, check out flowreplay.

1.11 What are some uses for tcpreplay?

Originally, tcpreplay was written to test network intrusidetection systems (NIDS), however tcpreplay has been tostbt firewalls,
routers, and other network devices.

1.12 What are some uses for flowreplay?

A lot of people wanted a tool like tcpreplay, but wanted to béeao replay trafficto a server. Since tcpreplay was unable to do this,
| developed flowreplay which replays the data portion of tlevflbut recreates the connection to the specified servel{sis makes
flowreplay an ideal tool to test host intrusion detectionays (HIDS) as well as captured exploits and security patelten the actual
exploit code is not available. Please note that flowreplajilisalpha quality code and is currently missing some int@ot features.



After looking at all the changes that have happened overatsteyear or so, | decided that it was finally time to graduagtegqalay to 2.0
status. Hence the 1.5 branch was renamed 2.0.

1.14 What is the history of tcpreplay?

Tcpreplay has had quite a few authors over the past five ora@y©ne of the advantages of the BSD and GPL licenses if $mhieone
becomes unable or unwilling to continue development, aayse can take over.

Originally, Matt Undy of Anzen Computing wrote tcpreplay.aifl released version 1.0.1 sometime in 1999. Sometime tatier Anzen
Computing was (at least partially) purchased by NFR andldpweent ceased.

Then in 2001, two people independantly started work on fpse Matt Bing of NFR and Aaron Turner. After developing aiss of
patches (the -adt branch), Aaron attempted to send thegsitctio be included in the main development tree.

After some discussion between Aaron and Matt Bing, theyd#etio continue development together. Since then, over andstable
releases have been made and more then twenty new featusebdmvadded, including the addition of a number of accessoly.

Today, Aaron continues active development of the code.

2 Bugs, Feature Requests, and Patches

2.1 Where can | get help, report bugs or contact the developsf?

The best place to get help or report a bug is the Tcpreplaysisailing list:
http://lists.sourceforge.net/lists/listinfo/tcpreplay-users

2.2 What information should | provide when | report a bug?

One of the most frustrating things for any developer tryimpélp a user with a problem is not enough information. Pleassire to include
at minimunthe following information, however any additional infortitan you feel may be helpful will be appreciated.

¢ Version information (output of -V)

e Command line used (options and arguments)

¢ Platform (Red Hat Linux 9 on Intel, Solaris 7 on SPARC, etc)

e Error message (if available) and/or description of problem

If possible, attach the pcap file used (compressed with igip preferred)

2.3 | have afeature request, what should | do?

Let us know! Many of the features exist today because udarg/bu asked for them. To make a feature request, you carr eithail the
tcpreplay-users mailing list (see above) or fill out the deatequest form on the tcpreplay SourceForge website.

2.4 I've written a patch for tcpreplay, how can | submit it?

I'm always willing to include new features or bug fixes subiattby users. You may email me directly or the tcpreplaysissiling list.
Pleaseado notuse the Patch Tracker on the tcpreplay SourceForge web site.



e Be aware that submitting a patgjgu are licensing it under the BSD License written in Appendix A. If this is not acceptable to
you, thendo notsend me the patch!

¢ If you wish to maintain the copyright over your code, be siua your patch contains the appropriate information.
¢ Please provide a description of what your patch does!
e Comment your code! | won't use code | can’t understand.

e Make sure you are patching a branch that is still being maiata Generally that means that most recent stable andafeveint
branches (1.4 and 2.0 at the time of this writing).

e Make sure you are patching against the most recent releatigtdranch.

e Please submit your patch in the unified diff format so | catdsetnderstand what you're changing.

Please provide any relevant personal information you ligted in the CREDITS file.

Please note that while I'm always interested in patches \ rearite some or all of your submission to maintain a coesistoding style.

Part Il

Basics

3 Basic Tcpreplay Usage

3.1 Replaying the traffic

To replay a given pcap as it was captured all you need to deesifythe pcap file and the interface to send the traffic out of:

tcpreplay -i ethO sample.pcap

3.2 Replaying at different speeds
You can also replay the traffic at different speeds then it evagnally captured. To support this, tcpreplay supports four different flags:
-R, -r,-m, and -p
Some examples:
e To replay traffic as fast as possible:
tcpreplay -R -i ethO sample.pcap

e To replay traffic at 10Mbps:
tcpreplay -r 10.0 -i ethO sample.pcap

e To replay traffic 7.3 times as fast as it was captured:
tcpreplay -m 7.3 -i ethO sample.pcap

e To replay traffic at half-speed:
tcpreplay -m 0.5 -i ethO sample.pcap

e Toreplay at 25.5 packets per second:
tcpreplay -p 25.5 -i ethO sample.pcap

4Tcpreplay makes a "best" effort to replay traffic at the givate, but due to limitations in hardware or the pcap file ftgetnay not be possible. Capture files with only a
few packets in them are especially susceptible to this.



Using the loop flag (-I) you can specify that a pcap file will leastwo or more times

e To replay the sample.pcap file 10 times:
tcpreplay -1 10 -i ethO sample.pcap

e To replay the sample.pcap an infinitely or until CTRL-C isgzed:
tcpreplay -1 0 -i ethO sample.pcap

3.4 Replaying only a few packets

Using the limit packets flag (-L) you can specify that tcpesgplvill only send at most a specified number of packets.

e To send at most 100 packets:
tcpreplay -i ethO -L 100 sample.pcap

4 Understanding Common Error Messages

4.1 Can’t open ethO: libnet_select_device(): Can't find irgrface ethO

Generally this occurs when the interface (eth0 in this exajig not up or doesn’t have an IP address assigned to it.

4.2 Can't open lo: libnet_select_device(): Can't find inteface lo

Version 1.1.0 of Libnet is unable to send traffic on the loapdevice. Upgrade to a later release of the Libnet libragaiee this problem.

4.3 Can’'topenethO: UID!=0

Tcpreplay requires that you run it as root.

4.4 100000 write attempts failed from full buffers and were epeated

When tcpreplay displays a message like "100000 write attefafjied from full buffers and were repeated”, this usuallgans the kernel
buffers were full and it had to wait until memory was avait@abrhis is quite common when replaying files as fast as p@ssilth the "-R"
option. See the tuning OS section in this document for suggeson solving this problem.

4.5 |Invalid mac address: 00:00:00:00:00:00

Currently tcpreplay reserves the MAC address of 00:00@0MO0 as reserved for internal use. Hence you can't rewilnig destination
MAC address of packets to be all zeros. While we intend to fixsbmeday it's not currently high on our priority list, s¢ les know if we
should re-prioritize things.

4.6 Unable to process test.cache: cache file version missimiat

Cache files generated by tcpprep and read by tcpreplay as@red to allow enhancements to the cache file format. Argythre cache file
format changes, the version is incremented. Since thisre@ua very rare basis, this is generally not an issue; haveaswgime there is a
change, it breaks compatibility with previously createdhmafiles. The solution for this problem is to use the samdmes tcpreplay and
tcpprep to read/write the cache files. Cache file versionstthe following versions of tcpprep/tcpreplay:

e Version 1:
Prior to 1.3.betal

5Looping files resets internal counters which control theedphat the file is replayed. Also because the file has to bedlasd re-opened, an added delay between the
last and first packet may occur.




e Version 3:
1.3.2/1.4.beta2 and above

4.7 Skipping SLL loopback packet.

Your capture file was created on Linux with the 'any’ parametieich then captured a packet on the loopback interface.ddewtcpreplay
doesn’t have enough information to actual send the paakétskips it.

4.8 Packet length (8892) is greater then MTU; skipping packe

The packet length (in this case 8892 bytes) is greater themtdximum transmition unit (MTU) on the outgoing interfagepreplay must
skip the packet. Alternatively, you can specify the -T opténd tcpreplay will truncate the packet to the MTU size, fix thecksums and
send it.

4.9 Why is tcpreplay not sending all the packets?

Every now and then, someone emails the tcpreplay-userasising if there is a bug in tcpreplay which causes it not twis#l the packets.
This usually happens when the user uses the -R flag or is iaglayhigh-speed pcap file (> 50Mbps, although this numbeepeddant on
the hardware in use).

The short version of the answer is: no, we are not aware of agy which might cause a few packets to not be sent.
The longer version goes something like this:

If you are running tcpreplay multiple times and are usingltapp or other packet sniffer to count the number packetsasshtire getting
different numbers, it's not tcpreplay’s fault. The problées in one of two places:

1. Itis well known that tcpdump and other sniffers have a fEobkeeping up with high-speed traffic. Furthermore, the @8any
casedies about how many packets were dropped. Tcpdump will repesdithto you. In other words, tcpdump isn’t seeing all the
packets. Usually this is a problem with the network card @reatrwhich may or may not be fixable. Try another network cdirigiér.

2. When tcpreplay sends a packet, it actually gets copiedgsémd buffer in the kernel. If this buffer is full, the kernglsupposed to tell
tcpreplay that it didn't copy the packet to this buffer. letkernel has a bug which squelches this error, tcpreplayneilkeep trying
to send the packet and will move on to the next one. Currergiym hot aware of any OS kernels with this bug, but it is posstdé
it exists. If you find out that your OS has this problem, pldasene know so | can list it here.

If for some reason, you still think its a bug in tcpreplay, liynaeans read the code and tell me how stupid | am. The do_p&kenction
in do_packets.c is where tcpreplay processes the pcap filseards all of the packets.

Part Il
Advanced Usage

5 Advanced Tcpreplay Usage

5.1 Replaying on multiple interfaces

Tcpreplay can also split traffic so that each side of a conmed sent out a different interfa&eln order to do this, tcpreplay needs the
name of the second interface (-j) and a way to split the tra@fiarently, there are two ways to split traffic:

1. -C = split traffic by source IP address which is specified iR notation

6Note that you can also use the following options to splifizanto two files using -w and -W which are described later othis FAQ.
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When splitting traffic, it is important to remember that fimthat matches the filter is sent out the primary interfade @ this case, when
splitting traffic by source IP address, you provide a list efiwvorks in CIDR notation. For example:

e To send traffic from 10.0.0.0/8 out ethO and everything elge=th1:
tcpreplay -C 10.0.0.0/8 -i ethO -j eth1 sample.pcap

e To send traffic from 10.1.0.0/24 and 10.2.0.0/20 out ethOemedything else out ethl:
tcpreplay -C 10.1.0.0/24,10.2.0.0/20 -i eth0 -j eth1 saygulap

e After using tcpprep to generate a cache file, you can use liictiffic between two interfaces like this:
tcpreplay -c sample.cache -i ethO -j ethl sample.pcap

5.2 Selectively sending or dropping packets

Sometimes, you want to do some post-capture filtering of gigcK cpreplay let's you have some control over which pacfet sent.

1. -M =disables sending of martian packets. By definitionitraa packets have a source IP of 0.x.X.x, 127.X.X.X, or %5
2. -x = send packets which match a specific pattern
3. -X = send packets which do not match a specific pattern

Both -x and -X support a variety of pattern matching typeseséhtypes are specified by a single character, followed byoa ciwllowed
by the pattern. The following pattern matching types aréaivke:

1. S-SourcelP
Pattern is a comma delimited CIDR notation

2. D - Destination IP
Pattern is a comma delimited CIDR notation

3. B - Both source and destination IP must match
Pattern is a comma delimited CIDR notation

4. E - Either source or destination IP must match
Pattern is a comma delimited CIDR notation

5. P - Alist of packet numbers from the pcap file.
Pattern is a series of numbers, separated by commas or dashes

6. F - BPF syntax (same as used in tcpdump).
Filter must be quoted and is only supported with. -x
Examples:
e To only send traffic that is too and from a host in 10.0.0.0/8:
tcpreplay -x B:10.0.0.0/8 -i ethO sample.pcap

e To not send traffic that is too or from a host in 10.0.0.0/8:
tcpreplay -X E:10.0.0.0/8 -i ethO sample.pcap

e To send every packet except the first 10 packets:
tcpreplay -X P:1-10 -i ethO sample.pcap

e To only send the first 50 packets followed by packets: 100, 280 and 250:
tcpreplay -x P:1-50,100,150,200,250 -i ethO sample.pcap

e To only send TCP packets from 10.0.0.1:
tcpreplay -x F:'tcp and host 10.0.0.1" -i ethO sample.pcap

For information on generating tcpprep cache files, see tttiseon tcpprep.
8Note that if you want to send all the packets which do not matbbf filter, all you have to do is negate the bpf filter. See tpeamp(1) man page for more info.

11



If you want to skip the beginning of a pcap file, you can use ffeebflag (-0) to skip a specified number of bytes and stardisgnon the
next packet.

e To skip 15Kb into the pcap file and start sending packets fiwenet
tcpreplay -i ethO -0 15000 sample.pcap

5.4 Rewriting destination MAC address

If you ever want to send traffic to another device on a switdb&N, you may need to change the destination MAC address opéiukets.
Tcpreplay allows you to set the destination MAC for eachriiatee independently using the -1 and -J switches. Example:

e To send traffic out ethO with a destination MAC of your rout@®:00:01:02:03:04):
tcpreplay -i ethO -1 00:00:01:02:03:04 sample.pcap

e To split traffic between internal (10.0.0.0/24) and extéasiresses and to send that traffic to the two interfaces ofwadll:
tcpreplay -i ethO -j eth1 -1 00:01:00:00:AA:01-J 00:01:@m:AA:02 -C 10.0.0.0/24 sample.pcap

5.5 Randomizing IP addresses

Occasionally, it is necessary to have tcpreplay rewritesthe@ce and destination IP addresses, yet maintain the/skever relationship.
Such a case might be having multiple copies of tcpreplayingat the same time using the same pcap file while trying esstiest firewall,
IDS or other stateful device. If you didn’t change the sowed destination IP addresses, the device under test wotitdgiised since it
would see multiple copies of the same connection occurtitiggesame time. In order to accomplish this, tcpreplay ascepser specified
seed which is used to generate pseudo-random IP addredseswhen this feature is enabled, tcpreplay will autonadlijarecalculate the
IP and TCP, UDP or ICMP checksums as needed. Example:

tcpreplay -i ethO -s 1239 sample.pcap &
tcpreplay -i ethO -s 76 sample.pcap &
tcpreplay -i ethO -s 239 sample.pcap &
tcpreplay -i ethO sample.pcap

5.6 Replaying (de)truncated packets

Occasionally, it is necessary to replay traffic which hasnbeencated by tcpdump. This occurs when the tcpdump snaplemaller
then the actual packet size. Since this will create problfEmslevices which are expecting a full-sized packet or attiamy checksum
calculations, tcpreplay allows you to either pad the paektt zeros or reset the packet length in the headers to thealgoacket size. In
either case, the IP and TCP, UDP or ICMP checksums are rdatdduExamples:

e Pad truncated packets:
tcpreplay -i ethO -u pad sample.pcap

e Rewrite packet header lengths to the actual packet size:
tcpreplay -i ethO -u trunc sample.pcap

5.7 Replaying packets which are bigger then the MTU

Occasionally, you might find yourself trying to replay a pdag which contains packets which are larger then the MTU lfar $ending
interface. This might be due to the packets being capturédeloopback interface or on a 1000Mbps ethernet interfapparting “jumbo
frames”. I've even seen packets which are 1500 bytes butgobbth an ethernet header and trailer which bumps thefratale size to
1518 which is 4 bytes too large.

By default, tcpreplay will skip these packets and not serdthAlternatively, you can specify the -T flag to truncatesthpackets to the
MTU and then send them. Of course this may invalidate youinigsbut it has proven useful in certain situations. Alstien this feature
is enabled, tcpreplay will automatically recalculate tReahd TCP, UDP or ICMP checksums as needed. Example:

tcpreplay -i ethO -T sample.pcap
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It's not always necessary to write packets to the netwonkc&tcpreplay has so many features which modify and seleictvgackets are
sent, it is occasionally useful to save these changes thhanptap file for comparison. Rather then running a sepasptiimp process to
capture the packets, tcpreplay now supports output direzth file. Example:

tcpreplay -i ethO -w output.pcap -F -u pad -x E:10.0.0.048utl.pcap input2.pcap input3.pcap
Notice that specifying an interface is still required (reeqd for various internal functions), but all the packetfl ¢ written tooutput.pcap
You can also split traffic into two files by using -W <2nd outfile>.

5.9 Extracting Application Data (Layer 7)

New to version 2.0 is the ability to extract the applicatiapdr data from the packets and write them to a file. In the mge,p&e call this
“data dump mode” which is enabled with -D. It's important pesify -D before -w (and -W if you're splitting data into twdes). Example:

tcpreplay -D -i ethO -j ethO -w clientdata -W serverdata -C0L.0.0/24 sample.pcap

5.10 Using Configuration Files

Tcpreplay offers the options of specifying configuratiotiops in a config file in addition to the traditional commantkli Each configura-
tion option has an equivalent config file option which is likte the tcpreplay man page. To specify the configuration file'd like to use,
use the -f <filename> option.

Configuration files have one option per line, and lines bagowith the pound sign (#) are considered comments and eghdn example
config file follows:

# send traffic out 'ethQ’
intf ethO

# loop 5 times
loop 5

# send traffic 2x as fast
multiplier 2

# pad any packets out to their original size if they were tated during capture
untruncate pad

You would then execute:
tcpreplay -f myconfigfile sample.pcap

5.11 Replaying Live Traffic

You can now replay live traffic sniffed on one network intedaand replay it on another interface using the -S flag to atdisniff mode
and the appropriate snaplen in bytes (0 denotes the entikepaYou can also enabling bi-directional traffic using bridge mode flag: -b.

NOTE: It is critical for your sanity (and to prevent your murder yur network administrators) that the input interface amel output
interface be on separate networks and additionally thatiner metwork devices (such as bridges, switches, routtsbe connecting the
two networks, else you will surely get a networkstorm thedikthat have not been seen for years.

e Send packets sniffed on ethO out ethl:
tcpreplay -i ethl -S 0 ethO

e Bridge two subnets connected to ethO and eth1:
tcpreplay -i ethO -jethl1 -b-S 0

By default, tcpreplay listens in promiscuous mode on theifipd interface, however if you only want to send unicasteated for the
local system and broadcasts, you can specify the “not_nmsydn in the configuration file or -n on the command line. Nibig if another
program has already placed the interface in promiscuougntbd -n flag will have no effect, so you may want to use the -Xargument
to limit packets.
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There are about as many different capture file formats as trersniffers. In the interest of simplicity, tcpreplayystipports libpcab If
you would like to replay a file in one of these multitude of fais, the excellent open source tool Ethereal easily all@usy convert it to
libpcap. For instance, to convert a file in Sun’s snoop fortméibpcap, issue the command:

tethereal -r blah.snoop -w blah.pcap

and replay the resulting file.

5.13 Replaying Client Traffic to a Server

A common question on the tcpreplay-users list is how doesrepkay the client side of a connection back to a server. Uuafately,
tcpreplay doesn’t support this right now. The major problmncerns syncing up TCP Seqg/Ack numbers which will be dffier ICMP
also often contains IP header information which would neebet adjusted. About the only thing that could be easy to daD®,Wvhich
isn’t usually requested.

This is however a feature that we're looking into implemegtin the flowreplay utility. If you're interested in helpimgprk on this feature,
please contact us and we'd be more then happy to work withAxthis time however, we don’t have an ETA when this will be ieypented,
so don’t bother asking.

5.14 Rewriting Layer 2 with -2

Starting in the 2.0.x branch, tcpreplay can replace thdiagitayer 2 header with one of your choosing. This is usejulfhen you want to
change the layer 2 header type or add a header for pcap filesuwibne. Each pcap file tells the type of frame. Currentlyepfay knows
how to deal with the following pcap(3) frame types:

e DLT_EN10MB
Replace existing 802.3/Ethernet Il header

e DLT_RAW
Frame has no Layer 2 header, so we can add one.

e DLT LINUX_ SLL
Frame uses the Linux Cooked Socket header which is most cotyrneed withtcpdump -i anyon a Linux system. This uses a
16 byte Layer 2 header which contains the protocol type andcedVIAC address butot the destination MAC. You can send these
packets with either -2 or by specifying a destination MAC iiand -J in which case tcpreplay will rewrite it as a stand20@.3
Ethernet header.

Tcpreplay accepts the new Layer 2 header as a string of corepaaiated hex values such as: 0xff,0xac,0x00,0x01,0x68,0Mote that
the leading '0x’ isnot required.

Potential uses for this are to add a layer 2 header for DLT_RAyfures or add/remove ethernet tags or QoS features.

6 Tcpprep Usage

6.1 Whatis tcpprep?

Tcpreplay can send traffic out two network cards, howeveequires the calculations be done in real-time. These Glonk can be
expensive and can significantly reduce the throughput aéfdpy.

Tcpprep is a libpcap pre-processor for tcpreplay which Ezalsing two network cards to send traffic without the penfamce hit of doing
the calculations in real-time.

6.2 How does tcpprep work?

Tcpprep reads in a libpcap (tcpdump) formatted capturetfitecies some processing to generate a tcpreplay cache fisecakine file tells
tcpreplay which interface a given packet should be sentbut o

9Note that some versions of tcpreplay prior to 1.4 also suppdhe Solaris snoop format.
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No.

6.4 Why use tcpprep?

There are three major reasons to use tcpprep:

1. Tcpprep can split traffic based upon more methods andieriteen tcpreplay.
2. By pre-processing the pcap, tcpreplay has a higher ttiealrmaximum throughput.

3. By pre-processing the pcap, tcpreplay can be more aecmrtiming when replaying traffic at normal speed.

6.5 Can a cache file be used for multiple (different) libpcap fes?

Cache files have nothing linking them to a given libpcap fietteere is nothing to stop you from doing this. However rugrticpreplay
with a cache file from a different libpcap source file is likédycause a lot of problems and is not supported.

6.6 Why would | want to use tcpreplay with two network cards?

Tcpreplay traditionally is good for putting traffic on a givaetwork, often used to test a network intrusion detectiggtesn (NIDS).
However, there are cases where putting traffic onto a subrtleisi manner is not good enough- you have to be able to seffid tthrough*
a device such as a router, firewall, or bridge.

In these cases, being able to use a single source file (lipfmajpoth ends of the connection solves this problem.

6.7 How big are the cache files?

Very small. Actual size depends on the number of packetsardthmp file. Two bits of data is stored for each packet. On aussg a
900MB dump file containing over 500,000 packets, the cachevis only 150K.

6.8 What are these 'modes’ tcpprep has?

Tcpprep has two basic modes which require the user to spaaifyto split traffic.
e CIDR (-¢) mode requires the user to provide a list of netwoAwy packet with a source IP in one of these networks getsadrihe
primary interface.
e Regex (-r) mode requires the user to provide a regular esjoresAny packet with a source IP matching the regex getsaarthe

primary interface.

And four auto modes in which tcpprep decides how to splifitaAuto modes are useful for when you don’t know much aboetintents
of the dump file in question and you want to split traffic up lshgpon servers and clients.

e Auto/Router (-a -n router) mode trys to find the largest nek{s) that contain all the servers and no clients. Any unkmewstem is
automatically re-classified as servers if it’s inside thevsenetwork(s), otherwise it is classified as a client.

e Auto/Bridge (-a -n bridge) mode makes the assumption theatlients and servers are horribly intermixed on the networkthere’s
no way to subnet them. While this takes less processing tireeetate the cache file it is unable to deal with unknown system

e Auto/Client (-a -n client) mode which works just like AutaiBge mode, except that any system it can't figure out is éckéike a
client.

e Auto/Server (-a -n server) mode which works just like Autedge mode, except that any system it can't figure out is ¢éblike a
server.
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Tcpprep supports the same CIDR mode that tcpreplay suppsirtg the -c flag (tcpreplay uses -C). Additionally, tcppedso supports
regex(7) regular expressions to match source IP addreswegthe -r flag.

6.10 Auto Mode
6.10.1 How does Auto/Bridge mode work?

Tcpprep does an initial pass over the libpcap file to buildreaby tree (one node per IP). For each IP, it keeps track of hamyrtimes it
was a client or server. It then does a second pass of the filg the data in the tree and the ratio to determine if an IP igeatabr server. If
tcpprep is unable to determine the type (client or server@éeh and every packet, then auto/bridge mode will failhbse cases, it is best
to use a different auto mode.

6.10.2 How does Auto/Router mode work?

Tcpprep does the same first pass as Auto/Bridge mode. It thetotconvert the binary tree into a list of networks contajrthe servers.
Finally it uses the CIDR mode with the list of server netwoirks second pass of the libpcap file. Unlike auto/bridge madég/router
mode can always successfully split IP addresses into slemd servers.

6.10.3 Determining Clients and Servers

Tcpprep uses the following methods in auto/router and hritle mode to determine if an IP address is a client or server

e Client:

— TCP with Syn flag set
— UDP source/destination port 53 (DNS) without query flag set
— ICMP port unreachable (destination IP of packet)

e Server:

— TCP with Syn/Ack flag set
— UDP source/destination port 53 (DNS) with query flag set
— ICMP port unreachable (source IP of packet)

6.10.4 Client/Server ratio

Since a system may send traffic which would classify it as batlient and server, it's necessary to be able to weigh tffictrahis is done
by specifying the client/server ratio (-R) which is by ddfaet to 2.0. The ratio is the modifier to the number of cliemimections. Hence,
by default, client connections are valued twice as high aseseonnections.

6.11 Selectively sending/dropping packets

Tcpprep supports the same -x and -X options to selectivelgt se drop packets.

6.12 Using tcpprep cache files with tcpreplay

Just run:

tcpreplay -c sample.cache -i ethO -j ethl sample.pcap
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While tcpreplay is a great way to test NIDS and firewalls, it’the used to test servers or HIDS since tcpreplay can't eotio a service
running on a device. The solution to this problem is flowrgpihich instead of sending packets at Layer 2 (ethernet leamtkup), it can
actually connect via TCP or UDP to server and then sends amil/ess data based upon a pcap capture file created with akedthereal
or tcpdump.

Please note that flowreplay is currently alpha quality andigsing a number of key features.

7.1 How flowreplay works

Put simply, flowreplay opens a socket connection to a seiica target system(s) and sends data over that socket baskd packet
capture. Flowreplay has no understanding of the applicatiotocol (like HTTP or FTP) so it is somewhat limited in hdvean deal with
complicated exchanges between client and server.

Some of these limitations are:

Flowreplay only plays the client sidfeof the connection.

Flowreplay doesn’t understand the application protocHisnce it can’t always deal with the case when the server sedlifferent
response then what was originally captured in the pcap file.

Flowreplay only sends TCP and UDP traffic.

Flowreplay doesn’'t know about multi-flow protocols like ETP

Flowreplay can't listen on a port and wait for a client to ceatto it.

7.2 Running flowreplay

See the flowreplay(8) man page for details.

8 Tuning OS’s for high performance

Regardless of the size of physical memory, UNIX kernels aiilly allocate a static amount for network buffers. Thisimtes packets sent
via the "raw" interface, like with tcpreplay. Most kernelghallow you to tweak the size of these buffers, drasticatlgreasing performance
and accuracy.

NoTE: The following information is provided based upon our owipesiences or the reported experiences of others. Dependiggur
hardware and specific hardware, it may or may not work for yoomay even make your system horribly unstable, corrupt yauddrive,
or worse.

NoTE: Different operating systems, network card drivers, arehdvardware can have an effect on the accuracy of packettéimps that
tcpdump or other capture utilities generate. And as you kgaxkbage in, garbage out.

NoTE: If you have information on tuning the kernel of an operasygtem not listed here, please send it to me so | can include it

8.1 Linux 2.4.x

The following is known to apply to the 2.4.x series of kerndfanyone has any information regarding other kernel w&rs] please let us
know. By default Linux’s tcpreplay performance isn't albtrstellar. However, with a simple tweak, relatively degeetformance can be
had on the right hardware. By default, Linux specifies a 64#dntdior sending packets. Increasing this buffer to abolftdaenegabyte does
a good job:

echo 524287 >/proc/sys/net/core/wmem_default
echo 524287 >/proc/sys/net/core/wmem_max
echo 524287 >/proc/sys/net/core/rmem_max
echo 524287 >/proc/sys/net/core/rmem_default

On one system, we've seen a jump from 23.02 megabits/se® (itkets/sec) to 220.30 megabits/sec (53212 packetw/bat) is nearly
a 10x increase in performance. Depending on your systemaptdre file, different numbers may provide different result

10F|owreplay assumes the first UDP packet on a given 4-tupleeislient
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*BSD systems typically allow you to specify the size of netlwbuffers with the NMBCLUSTERS option in the kernel configfiExperi-
ment with different sizes to see which yields the best pertorce. See the options(4) man page for more details.

9 Required Libraries and Tools

9.1 Libpcap

As of tcpreplay v1.4, you'll need to have libpcap installedymur system. As of v2.0, you'll need at least version 0.6.Bedter, but | only
test our code with the latest version: 0.7.2. Libpcap canttaioed on the tcpdump homepage

9.2 Libnet

Tcpreplay v1.3 is the last version to support the old libnBt feverything before 1.1.x). As of v1.4 you will need to usgbriet 1.1.0 or
better which can be obtained from the Libnet homepage

9.3 Libpcapnav

Starting with v1.5.alpha5, tcpreplay can use libpcapnasuigport the jump offset feature. If libpcapnav is not foumdtioe system, that
feature will be disabled. Libpcapnav can be found on the Ndtbhomepadé.

9.4 Tcpdump

As of 2.0, tcpreplay uses tcpdump (the binary, not code) tmde packets to STDOUT in a human readable (with practice)dbas it
sends them. If you would like this feature, tcpdump must Istailfed on your system.

NOTE: The location of the tcpdump binary is hardcoded in tcprgplacompile time. If tcpdump gets renamed or moved, the featill
become disabled.

Part IV
Other Resources

10 Other pcap tools available

10.1 Tools to capture network traffic or decode pcap files

e tcpdump
http://ww.tcpdunp. org/

e ethereal
http://ww. et hereal . conf

e ettercap
http://ettercap. sourceforge. net/

Uhttp: // ww. t cpdunp. or g/
nt t p: / / www. packet factory. net/ Proj ects/ Li bnet/
Bht t p: / / net dude. sour cef or ge. net/
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e tcpslice
Splits pcap files into smaller files
http://ww.tcpdunp. org/

e mergecap
Merges two pcap capture files into one
http://ww. et hreal . cont

e pcapmerge
Merges two or more pcap capture files into one
http://tcpreplay. sourceforge. net/

e editcap
Converts capture file formats (pcap, snoop, etc)
http://ww. et hreal . cont

e netdude
GTK based pcap capture file editor. Allows editing most aimglin the packet.
htt p:// netdude. sour cef orge. net/

10.3 Other useful tools

e capinfo
Prints statistics and basic information about a pcap file
http://tcpreplay. sourceforge. net/

e text2pcap
Generates a pcap capture file from a hex dump
http://ww. et hreal . cont

e tcpflow
Extracts and reassembles the data portion on a per-flow dnasiige traffic or pcap capture files
http://ww. circl emud. org/ ~j el son/ sof twar e/t cpfl ow
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A BSD License

Copyright (c) 2001-2004 Aaron Turner, Matt Bing. Al rights reserved.

Sone portions of code are:
Copyright(c) 1999 Anzen Conputing. All rights reserved.

Redi stri bution and use in source and binary forms, with or w thout
nodi fication, are permtted provided that the follow ng conditions
are net:

1. Redistributions of source code nmust retain the above copyri ght
notice, this list of conditions and the follow ng disclaimer.

2. Redistributions in binary formmust reproduce the above copyri ght
notice, this list of conditions and the follow ng disclaimer in the
docunent ati on and/ or other materials provided with the distribution

3. Neither the names of the copyright owners nor the nanes of its
contributors nay be used to endorse or pronpte products derived from
this software without specific prior witten pernission

4. Al advertising nmaterials nentioning features or use of this software
nust di splay the foll owi ng acknow edgenent:

Thi s product includes software devel oped by Anzen Conputing, I|nc.

THIS SOFTWARE IS PROVIDED ‘*AS | S’ AND ANY EXPRESS OR | MPLI ED
WARRANTI ES, | NCLUDI NG BUT NOT LIMTED TO, THE | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY AND FI TNESS FOR A PARTI CULAR PURPCSE ARE DI SCLAI MED.
N NO EVENT SHALL THE AUTHORS OR COPYRI GHT HOLDERS BE LI ABLE FOR ANY
DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL, EXEMPLARY, OR CONSEQUENTI AL
DAMAGES (I NCLUDI NG, BUT NOT LIM TED TO, PROCUREMENT OF SUBSTI TUTE
GOODS OR SERVI CES; LOSS OF USE, DATA, OR PROFITS; OR BUSI NESS

| NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF LI ABI LI TY, WHETHER
I N CONTRACT, STRICT LIABILITY, OR TORT (I NCLUDI NG NEGLI GENCE OR
OTHERW SE) ARI SING I N ANY WAY QUT CF THE USE OF THI S SOCFTWARE, EVEN I F
ADVI SED OF THE PGSSI BI LI TY OF SUCH DAMAGE
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